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Characterization of Convection Signatures
Modelling of the Granulation Background ?

Requests which the work package is expected to deal with, as 
summarized by Nuccio Lanza (WP 123 000 leader): 

How well is granulation characterized by Harvey-type models ?

Can we provide theoretical priors on the parameters of such models 
of the power spectrum ?

The granulation background can be used to determine log(g). 
Do 3D RHD recover the results from this method ? 

Modelling of the high frequency part of the lightcurve ?
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Characterization of Convection Signatures
Modelling of the Granulation Background ?

Compare 3D radiation hydrodynamical simulations covering various 
spatial resolutions, domain widths, abundances, boundary conditions...

ANTARES models: Friedrich Kupka (+ Daniel Krüger)
CO5BOLD models: Hans Ludwig

MuRAM models: Jesper Schou (+ Robert Cameron)
STAGGER models: Martin Asplund, Yixiao Zhou

critical feedback from Kévin Belkacem (+ Réza Samadi)

for this presentation: thanks to comments from Kévin Belkacem, 
Hans Ludwig, Jesper Schou, and Yixiao Zhou.
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Harvey-Type Profiles I
Original Paper

Representation of “background noise”
proposed by J. Harvey (1985), 
ESASP 235, 199:
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Harvey-Type Profiles II
Further developments ...

Super-Lorentzian functions suggested by 
Andersen et al. (1994), Sol. Phys., 152, 247
as in Aigrain et al. (2004), A&A 414, 1139:

1142 S. Aigrain et al.: Characterising stellar micro-variability for planetary transit searches

apart to avoid being sensitive to the Sun’s rotation period)
and applying a 1 σ cutoff.

– Visual inspection of the data then allowed us to manually
remove sections visibly affected by instrumental problems.

– Spline fits were performed on intervals chosen by visual
inspection to start and end where discontinuities occurred.
Each interval was divided by the corresponding fit, result-
ing in a normalised output light curve.

– A 5 σ cutoff was applied for outlier removal.
– The sampling, originally 1 min, was reduced to 15 min to

make the size of the light curves more manageable. This
was done by taking the mean of the original data points
in each 15 min bin, ignoring any missing or bad data
points. It is unlikely any information on timescales shorter
than 15 min would significantly impact the transit detec-
tion process, as the transits of interest here generally last
several hours (corresponding to orbital periods of several
months or years).

– Data gaps were replaced with the baseline value of 1.0,
to allow the calculation of the power spectra needed for
the analysis.

2.2. Modelling the “solar background”

The power spectrum of the solar irradiance variations at fre-
quencies lower than !8 mHz constitutes a noise source for he-
lioseismology, usually referred to as the “solar background”.
It is common practice to fit this background with a sum of
powerlaws in order to model it accurately enough to allow the
measurement of solar oscillation frequencies and amplitudes.
Powerlaw models were first introduced by Harvey (1985). The
most commonly used model in the literature today is that of
Andersen et al. (1994), which is fairly similar: the total power
spectrum is approximated by a sum of power laws, the num-
ber N of which varies between three and five depending on the
frequency coverage:

P(ν) =
N∑

i=1

Pi =

N∑

i=1

Ai

1 + (Bi ν)Ci
(1)

where ν is frequency, Ai is the amplitude of the ith compo-
nent, Bi is its characteristic timescale, and Ci is the slope of
the power law (which was fixed to 2 in Harvey’s early model).
For a given component, the power remains approximately con-
stant on timescales larger than B, and drops off for shorter
timescales. Each power law corresponds to a separate class
of physical phenomena, occurring on a different characteristic
time scale, and corresponding to different physical structures
on the surface of the Sun (see Table 1).

2.3. Evolution of the power spectrum with the activity
cycle

In order to track the evolution of the solar background over
the activity cycle, sums of power-laws – as given by Eq. (1) –
were fitted to the power spectrum of a section of data of dura-
tion L (typically 6 months). Such a fit is illustrated on the power
spectrum of the entire dataset in the left-hand panel of Fig. 2.

Table 1. Typical timescales for the different of structures on the solar
surface.

Component Timescale B (s)
Active regions 1 to 3 × 107

Super-granulation 3 to 7 × 104

Meso-granulation !8000
Granulation 200 to 500
Bright points !70

The operation is then repeated for a section shifted by a small
interval S from the previous one (typically 20 days), and so on.
Thus the evolution of each component can be tracked through-
out the rise from solar minimum (1996) to maximum (2001) by
measuring changes in the parameters defining each powerlaw.

A single component fit with parameters A1, B1 & C1 is
made first. Additional components are then added until they
no longer improve the fit, i.e. until the addition of an extra
component does not reduce the χ2 by more than 10−2. The
fit to the first section is used as the initial guess for the fit
to the next section, and so forth. This method allows us to
track the emergence of components corresponding to differ-
ent types of surface structures throughout the solar cycle, as
well as monitor variations in amplitude, timescale and slope
for each component.

2.3.1. Results

The algorithm described above was run on the PMO6 data with
L = 180 days and S = 20 days, and three components were
found to provide the best fit in all cases. These components
have stable timescales and slope, varying in amplitude only.
The physical processes giving rise to each component are thus
of a permanent nature. A number of points of interest emerge
from the results. The first component, with τ ! 1.3 × 105 s
(active regions) shows an increasing trend in amplitude which
is well correlated with the Ca  K-line index, an indicator of
chromospheric activity. This is illustrated in the right-hand
panel of Fig. 2. The slope of the powerlaw is 3.8 (in good agree-
ment with Andersen et al. 1998).

The observed correlation, which is further illustrated by the
scatter plot in Fig. 3, comes as no surprise. The passage of indi-
vidual active regions across the disks of the Sun and other stars
monitored by the Mt Wilson HK Project can be clearly seen in
plots of the activity index S (from which R′HK is derived) versus
time2. On the other hand, the effect of the same type of event on
the solar irradiance has been studied with a number of instru-
ments, most recently VIRGO/LOI and PMO6 (Domingo et al.
1998). Recent models including contributions from faculae and
sunspots of tunable size and number reproduce the PMO6 light
curve to a high degree of precision (Krivova et al. 2003; Lanza
et al. 2003).

However, observing and characterising a correlation
throughout the Sun’s activity cycle, between a chromospheric
activity indicator which can be measured from the ground for

2 See the Mt Wilson HK project homepage,
http://www.mtwilson.edu/Science/HK Project/.
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Fig. 2. a) Power spectrum of the PMO6 light curve (1996-2001). Light grey: power spectrum. Dark grey: idem, smoothed with a boxcar
algorithm. Thick solid line: multi-component powerlaw fit (see Sect. 2.2). Dotted lines: individual components of the fit. b) Comparison
between the the time dependence of the amplitude of the low frequency component of the power spectrum (A1) and chromospheric activity.
Solid line: evolution of A1, computed as described in Sect. 2.3, using L = 180 days and S = 20 days, between 1996 and 2001. The gap at
around 1000 days corresponds to a prolonged gap in the data. Dotted line: BBSO Ca  K-line index over the same period (arbitrary units),
smoothed with a boxcar algorithm (base 180 days).

Oscillations), the experiment for helioseismology and solar ir-
radiance monitoring on SoHO (Frohlich et al. 1997).

Stellar micro-variability is difficult to observe from the
ground due to its very low amplitude, except for very young,
active stars – which are outside the main range of interest
for planet searches. There is some information available on
rms night-to-night and year-to-year photometric variability of
a small sample of stars monitored over many years by a few
teams (Radick et al. 1998; Henry et al. 2000). We make use
of these as they present the advantage of covering a range of
stellar ages, but their irregular time coverage and limited pho-
tometric precision make them unsuitable for an in-depth study,
and particularly for the detailed analysis of the frequency con-
tent of the variations.

A drastic improvement in our understanding of intrinsic
stellar variability across the HR diagram is expected from the
very missions this work is aimed at preparing. In the relatively
short term, MOST will provide valuable information for a small
sample of stars, but it is not until the launch of COROT, and
later Kepler and Eddington, that a wide range of stellar param-
eters will be covered. In the mean time, we must make use of
the detailed solar data, and make reasonable assumptions to ex-
trapolate to other stars than the Sun.

2.1. SoHO/VIRGO total irradiance (PMO6) data

All SoHO/VIRGO data used in this work were kindly pro-
vided by the VIRGO team. The main instrument of interest was
PMO6, a radiometer measuring total solar irradiance.

The light-curves cover the period January 1996 to
March 20011, which roughly corresponds to the rising phase
of cycle 23.

2.1.1. Pre-processing of the data

The light curves were received as level 1 data, in physical
units but with no correction for instrumental effects or outliers.
Careful treatment was required to remove long term (instru-
ment decay) trends. There was a difference of ∼0.24% in the
mean measured flux between the start and the end of the time
series. Given that the observations roughly correspond to the
interval between the minimum and the maximum of the Sun’s
activity cycle, one might expect to see a rise in the mean irra-
diance over that period. The instrumental decay may therefore
be higher than the value quoted. However, the absolute value of
the irradiance was of little interest for the present study, which
concentrates on relative variations on time scales of weeks or
less. Any long term trends in the data were therefore removed
completely, regardless of whether they were of instrumental or
physical origin. The decay appeared non-linear and there were
discontinuities and outliers in the light curves, making a simple
spline fit unsuitable.

The approach that was adopted consisted of a 3 step
process:

– Obvious outliers were removed by computing residuals
from a spline fit (whose nodes were spaced two months

1 Except for two interruptions roughly 1000 days after the start of
operations, corresponding to the “SoHO vacations”, when the satellite
was lost and then recovered.
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apart to avoid being sensitive to the Sun’s rotation period)
and applying a 1 σ cutoff.

– Visual inspection of the data then allowed us to manually
remove sections visibly affected by instrumental problems.

– Spline fits were performed on intervals chosen by visual
inspection to start and end where discontinuities occurred.
Each interval was divided by the corresponding fit, result-
ing in a normalised output light curve.

– A 5 σ cutoff was applied for outlier removal.
– The sampling, originally 1 min, was reduced to 15 min to

make the size of the light curves more manageable. This
was done by taking the mean of the original data points
in each 15 min bin, ignoring any missing or bad data
points. It is unlikely any information on timescales shorter
than 15 min would significantly impact the transit detec-
tion process, as the transits of interest here generally last
several hours (corresponding to orbital periods of several
months or years).

– Data gaps were replaced with the baseline value of 1.0,
to allow the calculation of the power spectra needed for
the analysis.

2.2. Modelling the “solar background”

The power spectrum of the solar irradiance variations at fre-
quencies lower than !8 mHz constitutes a noise source for he-
lioseismology, usually referred to as the “solar background”.
It is common practice to fit this background with a sum of
powerlaws in order to model it accurately enough to allow the
measurement of solar oscillation frequencies and amplitudes.
Powerlaw models were first introduced by Harvey (1985). The
most commonly used model in the literature today is that of
Andersen et al. (1994), which is fairly similar: the total power
spectrum is approximated by a sum of power laws, the num-
ber N of which varies between three and five depending on the
frequency coverage:

P(ν) =
N∑

i=1

Pi =

N∑

i=1

Ai

1 + (Bi ν)Ci
(1)

where ν is frequency, Ai is the amplitude of the ith compo-
nent, Bi is its characteristic timescale, and Ci is the slope of
the power law (which was fixed to 2 in Harvey’s early model).
For a given component, the power remains approximately con-
stant on timescales larger than B, and drops off for shorter
timescales. Each power law corresponds to a separate class
of physical phenomena, occurring on a different characteristic
time scale, and corresponding to different physical structures
on the surface of the Sun (see Table 1).

2.3. Evolution of the power spectrum with the activity
cycle

In order to track the evolution of the solar background over
the activity cycle, sums of power-laws – as given by Eq. (1) –
were fitted to the power spectrum of a section of data of dura-
tion L (typically 6 months). Such a fit is illustrated on the power
spectrum of the entire dataset in the left-hand panel of Fig. 2.

Table 1. Typical timescales for the different of structures on the solar
surface.

Component Timescale B (s)
Active regions 1 to 3 × 107

Super-granulation 3 to 7 × 104

Meso-granulation !8000
Granulation 200 to 500
Bright points !70

The operation is then repeated for a section shifted by a small
interval S from the previous one (typically 20 days), and so on.
Thus the evolution of each component can be tracked through-
out the rise from solar minimum (1996) to maximum (2001) by
measuring changes in the parameters defining each powerlaw.

A single component fit with parameters A1, B1 & C1 is
made first. Additional components are then added until they
no longer improve the fit, i.e. until the addition of an extra
component does not reduce the χ2 by more than 10−2. The
fit to the first section is used as the initial guess for the fit
to the next section, and so forth. This method allows us to
track the emergence of components corresponding to differ-
ent types of surface structures throughout the solar cycle, as
well as monitor variations in amplitude, timescale and slope
for each component.

2.3.1. Results

The algorithm described above was run on the PMO6 data with
L = 180 days and S = 20 days, and three components were
found to provide the best fit in all cases. These components
have stable timescales and slope, varying in amplitude only.
The physical processes giving rise to each component are thus
of a permanent nature. A number of points of interest emerge
from the results. The first component, with τ ! 1.3 × 105 s
(active regions) shows an increasing trend in amplitude which
is well correlated with the Ca  K-line index, an indicator of
chromospheric activity. This is illustrated in the right-hand
panel of Fig. 2. The slope of the powerlaw is 3.8 (in good agree-
ment with Andersen et al. 1998).

The observed correlation, which is further illustrated by the
scatter plot in Fig. 3, comes as no surprise. The passage of indi-
vidual active regions across the disks of the Sun and other stars
monitored by the Mt Wilson HK Project can be clearly seen in
plots of the activity index S (from which R′HK is derived) versus
time2. On the other hand, the effect of the same type of event on
the solar irradiance has been studied with a number of instru-
ments, most recently VIRGO/LOI and PMO6 (Domingo et al.
1998). Recent models including contributions from faculae and
sunspots of tunable size and number reproduce the PMO6 light
curve to a high degree of precision (Krivova et al. 2003; Lanza
et al. 2003).

However, observing and characterising a correlation
throughout the Sun’s activity cycle, between a chromospheric
activity indicator which can be measured from the ground for

2 See the Mt Wilson HK project homepage,
http://www.mtwilson.edu/Science/HK Project/.
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Harvey-Type Profiles III
Approaching current models ...

Superposing instrumental noise, granulation
and activity background, combined with a model
of the power excess hump from p-modes suggested
in Kallinger et al. (2014), A&A 570, A41:

µ

µ

Fig. 7. Power density spectra of three typical stars with νmax ! 22, 220,
and 2200 µHz, respectively, showing that all timescales and amplitudes
(granulation as well as pulsation) scale simultaneously. Grey and black
lines indicate the raw and heavily smoothed spectrum, respectively. The
global fit is shown with (red) and without (blue) the Gaussian compo-
nent. Green lines indicate the individual background and white noise
components of the fit.

In all cases, the power density spectra are modelled by the
superposition of instrumental noise3, the contribution of one to
three super-Lorentzian4 functions, and a power excess hump ap-
proximated by a Gaussian,

P(ν) = P′n + η(ν)
2



∑

i

ξia2
i /bi

1 + (ν/bi)ci
+ Pg exp

−(ν − νmax)2

2σ2


 , (2)



Surface Convection ModelsBarcelona, 21 November 2019 8

Basic Simulation Setup
Surface convection zones of main sequence stars
!  surface pressure scale height P/(ρg) = Hp ≪ R, the stellar radius
!  simulation box: small fraction of entire convection zone (“box-in-a-star”),
     for this box: RHD: solve NSE with RT numerically on a grid in space & time.
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Basic Simulation Setup
Surface convection zones of main sequence stars
!  surface pressure scale height P/(ρg) = Hp ≪ R, the stellar radius
!  simulation box: small fraction of entire convection zone (“box-in-a-star”),
     for this box: RHD: solve NSE with RT numerically on a grid in space & time.

(illustration by courtesy of F. Zaussinger)
!  Compute mean structure. Allow 3D-1D patching.
!  Improve 1D models. Near surface effect.
!  Characterize surface convection: granulation background.
!  Investigate radial p-modes (vertical box modes excited in the simulations).
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Simulations 

Table of Basic Simulation Data
Note that these simulations have originally been computed for various applications:

ANTARES cosc13: p-mode damping & work integrals (Belkacem et al. 2019, A&A 625, A20)
                  wide4: automatic granule identification       (Leitner et al. 2017, ApSS 362, 181,
                                                                                       Lemmerer et al. 2017, A&A 598, A126)
CO5BOLD model D & G: adiabaticity of solar RHD      (Ludwig 2019, workshop @ Exeter)
                   n53 & n94: general purpose models          (Ludwig 2004, 2019)
MuRAM case 10 & 11: study near-surface effect on osc. frequ.  (Schou & Birch, A&A, subm.)
STAGGER ss2880: semi-analytical models of p-mode excitation & damping 
                                                                                      (Zhou et al. 2019, ApJ 880, 13)
Effective temperatures and detailed chemical composition vary! Below, in all cases: vertical 
coordinate has been shifted to have <T(0 Mm)>=Teff (MuRAM). Layers above ! x < 0 Mm.

simulation Nx × Ny × Nz size [Mm3] hvert [km] hhor [km] time [s] rate [Hz] mixture
STAGGER ApJ 880 230 × 240 × 240 3.8 × 6.0 × 6.0 7.05–32.63 25.0 86400 1/30 AGSS09
ANTARES cosc13 350 × 170 × 170 3.88 × 6.0 × 6.0 11.1 35.3 40012 1/15.84 GN93
ANTARES wide4 405 × 510 × 510 4.45 × 18.0 × 18.0 11.1 35.3 12420 1/8.54 GN93
CO5BOLD n53 150 × 140 × 140 2.27 × 5.6 × 5.6 15.1 40.0 52210 1/10 H01
CO5BOLD n94 165 × 400 × 400 3.15 × 11.2 × 11.2 12.0–28.2 28.0 8330 1/10 GS98+AGS05

CO5BOLD model D 150 × 189 × 189 8.4 × 18.6 × 18.6 16.1–283.8 98.4 264000 1/10 GS98+AGS05
CO5BOLD model G 300 × 378 × 378 8.4 × 18.6 × 18.6 8.38–141.9 49.2 132000 1/10 GS98+AGS05

MuRAM case 10 300 × 200 × 200 6 × 12 × 12 20 60.0 3591850 ∼ 1/71.84 ?
MuRAM case 11 600 × 400 × 400 6 × 12 × 12 10 30.0 703020 ∼ 1/34.33 ?
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Comparing Mean Structure I
Superadiabatic gradient

Good agreement at similar spatial resolution despite different chemical composition 
if x > -0.1Mm (Teff=5773 K for ss2880 / STAGGER, 5750 K for cosc13 / ANTARES).
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Comparing Mean Structure II
Specific entropy

Agreement in photosphere & around superadiabatic peak, shift in interior plateau: 
starting models / input entropies (models D, G: grey; n94 and cosc13: non-grey).
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Comparing Mean Structure III
Mean temperature in superadiabatic layer

Good agreement among all four codes having “standard resolution” (hvert ~ 10 km, 
hhorizontal ~ 30 km). Compare MuRAM cases ! similar effect for CO5BOLD cases.
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Comparing Mean Structure IV
Mean temperature in the photosphere

Differences due to chemical composition (STAGGER / AGSS09 abundances) as well 
as grey vs. non-grey radiative transfer (models D&G) (and presumably also Teff).
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Comparing Mean Structure V
Mean density around the superadiabatic peak

Small differences due to chemical composition (STAGGER / AGSS09 abundances), 
spatial resolution & velocity profile (MuRAM case 10 & 11).
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Comparing Mean Structure VI
Mean density around the superadiabatic peak

Small differences due to chemical composition, spatial resolution & velocity profile, 
slightly larger ones from grey vs. non-grey (CO5BOLD models D & G vs. n94).
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Comparing Mean Structure VII
Time and horizontally averaged mean vertical velocity

Small differences: density differences at 200 km (STAGGER / AGSS09 abundances), 
boundary conditions < -300 km. Horizontal box width plays no role (minimum: 6 Mm).
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Comparing Mean Structure VIII
Time and horizontally averaged vertical root mean square velocity
Difference for x > -0.3 Mm due to resolution/RT (CO5BOLD models D&G), followed 
by density differences (ANTARES models: GN93 comp.). Model width not important.
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Comparing Mean Structure IX
Time and horizontally averaged horizontal RMS velocity

Main differences similar to vertical RMS velocity. Small differences: numerics
(ANTARES vs. CO5BOLD & STAGGER ?). Very small ones: directions (comp. 1 & 2).
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Comparing Mean Structure X
Time and horizontally averaged horizontal RMS velocity

Zoom-in to make this more visible and also including the moderate resolution 
MuRAM case 10 for comparison (clear deviations of up to 0.1 km/s).
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Comparing Mean Structure XI
Time and horizontally averaged horizontal RMS velocity

Zoom-in to make this more visible and now including the standard resolution MuRAM 
case 11 for comparison (much smaller differences except for the photosphere).
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Comparing Power Spectra from 3D RHD I
Horizontally averaged vertical velocity time series power spectrum
Layer: <T>=Teff. Normalized @ [1,2] mHz. 2...3 p-modes. Low frequency power drop 
(ss2880): origin? For >5 mHz: effect of sampling rate (ss2880), domain width (wide4)!
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Comparing Power Spectra from 3D RHD II
Horizontally averaged vertical velocity time series power spectrum
Low frequency range: MuRAM case 10 covers 36.5 days of solar time. It has a node 
placed 2 Mm above the surface (like ANTARES; CO5BOLD & STAGGER: anti-nodes).
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Comparing Power Spectra from 3D RHD III
Horizontally averaged radiative flux time series power spectrum
Here, Frad has also been evaluated at <T(0)>=Teff. Scaled to match in 1-2 mHz range. 
At least 2 p-modes visible for each of them. No power drops at low frequencies.
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Comparing Power Spectra from 3D RHD IV
Horizontally averaged radiative flux time series power spectrum
Power distribution of ANTARES cosc13 and STAGGER ss2880: similar resolution and 
width, different abundances. CO5BOLD n94: more high frequency power (box width?).
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Comparing Power Spectra from 3D RHD V
Horizontally averaged radiative flux time series power spectrum
Contrary to the velocity power spectrum there is no pile up of power at 16 mHz for 
STAGGER ss2880. Slightly higher power in CO5BOLD n94 at high frequencies.
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Comparing Power Spectra from 3D RHD VI
Horizontally averaged radiative flux time series power spectrum
For Frad evaluated @ top, standard resolution model n94: more power at 6-12 mHz, 
less  at >15 mHz (box width vs. grey RT). Effect of resolution between models D & G.
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Comparing Power Spectra from 3D RHD VII
Horizontally averaged radiative flux time series power spectrum
Relative intensity variations evaluated @ top, models G (green, moderate resolution) & 
D (black, low resolution),18 Mm wide, smoothed signal: influence of resolution.
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figure by courtesy of H.-G. Ludwig
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Comparing Power Spectra from 3D RHD VIII
Horizontally averaged radiative flux time series power spectrum
Relative intensity variations evaluated @ top, similar resolution, 5.2 Mm width (model 
n53, black) vs. 18 Mm width (models G, green). For > 12 mHz: duration or width?

figure by courtesy of H.-G. Ludwig
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Suggestion for High Frequency Behaviour
Horizontally averaged radiative flux time series power spectrum
Red: relative intensity variations evaluated @ top for the simulation of a K giant with 
CO5BOLD. Black: fit to data with p-mode, dot-dashed: p-mode subtracted.

figure by courtesy of H.-G. Ludwig
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Summary and Next Steps I
Lessons learned (with scales & rates for the Sun)

– Detailed chemical composition and numerical scheme (as long as its spatial 
order exceeds 2, for limiting numerical dissipation) less important.

– Reasonable agreement from 0.6 mHz to 12 mHz between ANTARES,
CO5BOLD, and STAGGER for power in vertical velocity and radiative flux for
standard resolution models (hvertical ~ 10 km, hhorizontal ~ 30 km).

– Consider long (& wide, 18 Mm) simulations) to characterize 12-40 mHz 
range (realistic distribution of small / short-lived granules? p-mode(s) wings?).

– High enough output cadence mandatory: at least 16 sec, better ~10 sec.

– Need good spatial resolution (“standard resolution”) to properly characterize 
the region from 6 to 12 mHz (resolution of 3D RHD abundance studies).

– For velocity power spectra in the frequency domain < 0.6 mHz the detailed 
top boundary condition may and the simulation time certainly does matter.
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Summary and Next Steps II
Next steps

– Perform dedicated simulations fulfilling all these constraints

– Compare them among each other to probe the stability of their results

– Compare with solar data

– Repeat this procedure for stars other than the Sun

– Analyze signal contributions from 3D RHD point of view

– In parallel answering the questions originally posed:

• Harvey-like profiles or alternatives ?

• Provision of theoretical priors ?

• log(g) measurements from granulation background:
characterizations of uncertainties

• High frequency parts of lightcurves ?

– 3D RMHD as next iteration (Low frequency contributions? High frequency?)
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 ...THANK YOU FOR YOUR TIME !


